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Abstract. Analogies facilitate understanding across domains, enabling 
individuals to navigate unfamiliar concepts using what they already 
know. Yet, crafting effective analogies requires extensive knowledge of 
both the source and target domains, making it a challenging task for 
educators—particularly when aiming to support novice learners. Recent 
advancements in Large Language Models (LLMs) have demonstrated 
their ability to generate analogies to explain scientific concepts. However, 
analogy in education must align with students’ prior knowledge and cog-
nitive resources, which shape how analogies are perceived. To address
this challenge, we examine the theory and practices of using analogies in
education and introduce a system that generates personalized analogies
to facilitate learning. Preliminary evaluations show promising outcomes,
and we anticipate deeper insights from future human-subject studies.
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1 Introduction 

Analogies are central and ubiquitous in human cognition, as people often explore 
new situations by drawing parallels to familiar ones [12]. In the educational 
domain, analogies are powerful tools for facilitating students’ understanding 
of unfamiliar concepts and increasing motivation by introducing a familiar
source domain [15]. Incorporating analogies into science texts and teaching has 
enhanced student comprehension, particularly b y elucidating the causal and rela-
tional structures of concepts [19]. 

However, manually creating effective analogies is a cognitively demanding 
task, especially for novices. Research indicates that generating high-quality 
analogies requires effort, expertise, and a nuanced understanding of the subject
matters of both the source and target domains [14, 25]. Moreover, the effective-
ness of analogies in learning is in line with the “Expertise Reversal Effect” frame-
work [21], which highlights that with growing expertise and cognitive capacity, 
learners require different types of analogies to support their understanding best. 
F or example, novice learners often benefit from surface-similar analogies, while

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2025 
A. I. Cristea et al. (Eds.): AIED 2025, CCIS 2591, pp. 242–249, 2025. 
https://doi.org/10.1007/978-3-031-99264-3_30



AGen: Personalized Analogy Generation with Large Language Model 243

experts prefer structurally similar analogies that highlight deeper causal rela-
tionships [12, 14]. 

Recent advancements in Generative AI and L arge Language Models
(LLMs) [24] have enabled the automatic generation of natural language analo-
gies in settings such as education and creative writing [3, 7, 22]. These systems 
produce novel and meaningful analogies, but there is scarce research that takes 
into account the different ways audiences with varying backgrounds perceive and 
process analogies. One exception is the recent work aimed at generating person-
alized analogies for AI concepts [4]. While this work demonstrates the potential 
of tailoring analogies to user profiles, it primarily focuses on high-level prompting 
strategies and lacks a structured pipeline for extracting and adapting conceptual
knowledge.

To address these challenges, we propose a novel application for generating 
personalized analogies based on users’ prior experience and information such as 
learner age and personal interests. Our initial evaluation shows promising results 
and demonstrates the potential t o improve analogy generation and learning out-
comes. Future work includes comprehensive user studies to assess generation
quality and practical usability.

2 Related Work 
2.1 Analogy and Analogical Learning 

Analogy is a fundamental cognitive tool that allows humans to learn across 
domains by leveraging prior knowledge [18]. Its significance has been recog-
nized since ancient times, tracing back to Aristotle’s theoretical reflections on
analogy [1], and continues to influence modern understanding. Analogies are 
effective in various contexts, including science education [6, 13], children’s learn-
ing [16, 23], and creativity-focused activities [9, 20]. For novices, analogies are 
critical in enhancing problem-solving capabilities by facilitating solution trans-
fer [1] and reducing uncertainty during problem-solving tasks [5]. 

Despite its potential, creating high-quality analogies often d emands exper-
tise [26], making it difficult for novices to perform meaningful inferences in unfa-
miliar domains without expert assistance [15]. Moreover, the effectiveness of an 
analogy can vary significantly across different age groups and audiences. For 
instance, young children are more likely to rely on object-lev el matches and sur-
face similarities, whereas adults tend to focus on relational similarities between
domains [10]. This relational shift underscores the importance of tailoring analo-
gies to the target audience’s cognitive capabilities and prior k nowledge. Similarly,
individuals with varied cognitive abilities [17] and relational knowledge [8]  are  
likely to interpret and accept analogies differently based on t heir prior knowledge
and cognitive resources.

2.2 Analogy Generation with Large Language Model 

LLMs, such as GPT [24], have opened up many possibilities in v arious domains,
including analogy generation [3] and analogical reasoning [27]. Previous studies
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Fig. 1. Prompt Design Ov erview.

have demonstrated that LLMs can be effectively prompted to generate meaning-
ful analogies and provide corresponding explanations when given specific con-
texts [3, 9, 22]. Researchers have extended LLM-based analogy generation beyond 
proportional analogies(A::B to C::D) by i ncorporating frameworks like Structure
Mapping Theory [11] to generate high-level analogies [29]. While recent work has 
begun exploring personalization in analogy generation [4], it focuses primarily on 
modifying prompt templates for specific audiences and lacks a structured mech-
anism for represen ting domain knowledge or filtering analogies for educational
applicability.

3 System Implementation 

To address the limitations of existing work and achieve a more comprehensive 
and structured analogy generation, we introduce AGen, an analogy-generation 
tool that, given a source concept and an audience profile, creates tailored, struc-
tured analogies. We investigated previously established frameworks and princi-
ples in analogical learning [12, 15], and incorporated these into our system to 
generate more structured and comprehensive analogies. Our framework consists 
of two stages, which are Knowledge Generation and Adaptation and Analogy 
Generation and Selection. We currently use GPT-4o as t he underlying LLM,
given its high performance on various tasks. Our step-by-step prompt design
can be found in Fig. 1. 

3.1 Knowledge Generation and Adaptation 

To achieve effective personalization, we begin by collecting the audience profile 
across three dimensions: learner age, background knowledge,  and  learner inter-
est, which is similar to the prompting framework in [4]. However, our system 
addresses a key limitation of prior approaches—the lack of distinction between 
conceptual relevance and motivational appeal—by treating these dimensions dif-
ferently to solve distinct personalization challenges and achieve structural gener-
ation. Specifically, we use learner age and background knowledge as conditioning
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inputs during the knowledge generation and adaptation stage. These factors 
shape a learner’s cognitive readiness, domain familiarity, and ability to interpret 
relational structures—making them critical for generating analogies that are con-
ceptually appropriate and structurally sound. In contrast, we use learner interest 
during the analogy generation and selection stage to filter and prioritize analo-
gies based on motivational relevance. While interests can enhance engagement
and retention, they should not interfere with the analogy’s conceptual integrity.

Specifically, we implement three novel components—Knowledge Sam-
pling, Chain-of-Note Analysis,  and  Taxonomy Generation—to shape 
analogy generation based on what the learner is likely to know and understand. 
We first sample the knowledge to develop a comprehensive knowledge of the 
source concept. We prompt GPT to generate background knowledge of a given 
science concept N times (N = 10) and sample t hem to form a combined back-
ground information text. We then analyze the background knowledge to extract
explicit and implicit knowledge as simple subject-verb-object phrases using the
Chain-of-Note technique [28]. The analyzed knowledge is then aggregated into a 
taxonomy of the given concept, which consists of a set of filtered concepts and 
relations; in our early experiments, we found that a taxonomy is helpful in pre-
venting LLMs from generating redundant or irrelevant information that could 
result in noise i n the subsequent generation stages. We then adapt the generated
taxonomy to the audience profile to generate a conditioned knowledge base that
reflects the audience’s prior knowledge of the source concept.

3.2 Analogy Generation and Selection 

To generate the personalized analogy, we first prompt LLM to generate K analo-
gies (K = 10) based on the source concept, audience profile, and taxonomy. The
LLM is prompted to create the analogy following the principles of analogical
teaching [15], which includes principles such as using well-understood analogies 
and highlighting shared causal structure among analogies [15]. 

The above generation will still face limitations such as misinterpretations 
of certain sub-concepts or factually incorrect analogies. We further design the 
system to automatically filter the analogies by embedding the evaluation metrics
in [2]  and [12] into the prompts. Using the previously obtained taxonomy and 
additional user input, including learner interest, AGen filters the analogies only 
to output those easily understandable to the selected audience. An example of
two tailored analogies towards different audiences is shown in Fig. 2. 

4 Evaluation 

We conducted a preliminary technical evaluation to test the personalization qual-
ity of the generated analogies in addressing intended audience groups. In t he
future, we will evaluate this tool’s learning effectiveness and generation quality.

To test our tool, we selected a set of STEM science concepts from Next
Generation Science Standards (NGSS)1 by randomly sampling a group
1 https://www.nextgenscience.org. 
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Fig. 2. AGen’s Personalization A nalogy Examples.

of concepts from different fields. This ensures that our experiments reflect the 
education curriculum. F or further experiments, we will include more concepts.

4.1 Personalization Evaluation 

We evaluate the system’s ability to tailor analogies to audiences with different 
backgrounds and levels of expertise. We evaluated the system’s personalization 
ability by classifying each analogy to the most likely audience profile. Specifically, 
we computed cosine similarities between the embeddings of each generated anal-
ogy and the embeddings of various audience profiles using the text-embedding-3-
small model. The audience profile with the highest similarity score was selected
as the predicted profile for each analogy. This approach allowed us to quanti-
tatively assess how well the system aligns analogies with the intended audience
characteristics.

The personalized evaluation examines the system’s ability to tailor analogies 
based on audience profiles, specifically their ages and interests. Figure 3 provides 
confusion matrices summarizing system performance across these dimensions. 
Key findings are as follows: (1) Strong alignment with user interests : As
shown in the right panel of Fig. 3, the system demonstrates high accuracy in 
predicting analogies aligned with users’ declared interests. For instance, analo-
gies tailored for individuals interested in comic books or sports are predom-
inantly categorized correctly, with 14 accurate predictions in these categories. 
This strong alignment enhances the analogies’ relevance, engagement, and poten-
tial impact on comprehension. Howeve r, minor misclassifications, such as sports
analogies attributed to the “Animals” category, highlight areas for further refine-
ment. (2) Adherence to an audience age “upper bound” : The left panel
of Fig. 3 reveals that analogies respect an implicit “upper bound” for complex-
ity based on the audience’s age. Preschool-level analogies are correctly simplified
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and context-specific, with the system achieving 12 accurate classifications for this 
group. Conversely, analogies for College Undergraduates exhibit greater breadth 
and complexity. Interestingly, while analogies designed for older audiences could, 
in principle, b e simplified and adapted for younger audiences, the reverse does
not hold, reflecting the system’s capacity to generate age-appropriate outputs.

The evaluation highlights the system’s strengths in aligning analogies with 
users’ interests and age-appropriate complexity, as well as a reas where further
adjustments to mitigate biases can enhance performance.

Fig. 3. Confusion Matrix based on two different settings.

5 Conclusion and Future Work 

While AGen demonstrates strong potential, it also faces some limitations as 
an early-stage work. The reliance on LLMs for generating knowledge and taxon-
omy can result in incomplete or biased outputs due to inherent constraints in the 
model’s pre-trained data, despite our efforts to condition the knowledge prospec-
tively during the generation step. Moreover, evaluating the quality of analogies 
is inherently subjective, as it depends on users’ prior knowledge and individual
backgrounds. To address these challenges, future work will expand the scope of
user studies and source concept domains to incorporate a more diverse group of
participants, such as K-12 students and education experts.

This paper introduces AGen, an innovative analogy generation system that 
leverages advanced LLMs to create tailored, structured analogies for diverse edu-
cational contexts. By integrating knowledge adaptation and theory-driven gener-
ation methods, AGen represents a significant advancement in utilizing analogies
to enhance learning.

Preliminary findings from our automatic evaluations show that our tool can 
produce personalized analogies with quality comparable to the existing baseline 
systems, indicating promising applications in improving concept comprehension 
and fostering user engagement. Future work will focus on conducting extensive 
user studies across varied demographics, exploring alternative and objective eval-
uation metrics, and integrating additional LLMs to enhance the diversity and
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robustness of analogy generation. These efforts aim further to establish AGen as 
a valuable tool for educational innovation. 
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