
This article appeared in a journal published by Elsevier. The attached
copy is furnished to the author for internal non-commercial research
and education use, including for instruction at the authors institution

and sharing with colleagues.

Other uses, including reproduction and distribution, or selling or
licensing copies, or posting to personal, institutional or third party

websites are prohibited.

In most cases authors are permitted to post their version of the
article (e.g. in Word or Tex form) to their personal website or
institutional repository. Authors requiring further information

regarding Elsevier’s archiving and manuscript policies are
encouraged to visit:

http://www.elsevier.com/copyright

http://www.elsevier.com/copyright


Author's personal copy

Analytic review of usability evaluation in ISMAR

Zhen Bai ⇑, Alan F. Blackwell
Computer Laboratory, University of Cambridge, William Gates Building, 15 JJ Thomson Avenue, Cambridge CB3 0FD, United Kingdom

a r t i c l e i n f o

Article history:
Received 22 October 2011
Received in revised form 25 July 2012
Accepted 25 July 2012
Available online 2 August 2012

Keywords:
Augmented Reality
Usability evaluation
User experience
Collaboration

a b s t r a c t

There has been a rapid increase in research evaluating usability of Augmented Reality (AR) systems in
recent years. Although many different styles of evaluation are used, there is no clear consensus on the
most relevant approaches. We report a review of papers published in International Symposium of Mixed
and Augmented Reality (ISMAR) proceedings in the past decade, building on the previous work of Swan
and Gabbard (2005). Firstly, we investigate the evaluation goal, measurement and method of ISMAR
papers according to their usability research in four categories: performance, perception and cognition,
collaboration and User Experience (UX). Secondly, we consider the balance of evaluation approaches with
regard to empirical–analytical, quantitative–qualitative and participant demographics. Finally we iden-
tify potential emphases for usability study of AR systems in the future. These analyses provide a reference
point for current evaluation techniques, trends and challenges, which benefit researchers intending to
design, conduct and interpret usability evaluations for future AR systems.

� 2012 British Informatics Society Limited. All rights reserved.

1. Introduction

Augmented Reality refers to a class of technologies that super-
impose virtual information over a view of the physical world. It has
been applied in various domains such as manufacturing, medicine,
maintenance, education and entertainment. By extending users’
knowledge space without switching between real and virtual con-
texts, AR provides distinct user interfaces (UIs) and interactions
from conventional computer systems. In Azuma’s survey (Azuma,
1997), he described the three main characteristics of AR as: (1)
combines real and virtual; (2) interactive in real time; (3) regis-
tered in 3D space. Early research in Mixed and Augmented Reality
focused on technical factors such as display, tracking, rendering,
calibration and 3D reconstruction. These factors have been thor-
oughly studied and in many cases resolved by the constant efforts
in advanced computer vision and graphics approaches as well as
the increase of hardware capacity (e.g. powerful computation, high
resolution display and more accurate sensors) and the appearance
of new technologies (e.g. Microsoft Kinect and high end mobile
handheld).

As the base technologies have become more mature and robust,
research priorities have shifted toward the design of effective and
usable applications. Since 1998, the International Symposium of
Mixed and Augmented Reality (ISMAR) (including forerunner
events IWAR/ISAR and ISMR) has become the leading international
conference exclusively focused on AR. As the leader in this field, it

provides an annual snapshot of state-of-the-art in AR technologies
and applications. ISMAR is a highly selective and high impact con-
ference, such that the range of topics addressed in papers accepted
for presentation can be used as a sample reflecting the research
concerns considered of most relevance by leaders in the AR field.
Of particular interest to our own concerns, if we consider the pro-
portion of published ISMAR papers that have included usability
evaluations over the past decade (Fig. 1), we see that whereas in
2001 only one out of 19 papers reported a user evaluation, there
has been a steady increase since then, reaching a peak of 44% in
2008.

Usability studies can help to identify design flaws in application
concepts at earlier phases of development. In addition, by gather-
ing user feedback, researchers can improve their understanding
of the mental models (Carroll, 2003) by which users will interpret
novel AR spaces. This can help AR researchers to understand users’
real needs and expectations, suggest specific improvements, and
inform design guidelines. However user benefits must ultimately
be assessed in the context of an actual AR application design,
rather than individual technical components. These factors moti-
vate our detailed review of recent developments in usability
evaluation.

We build on some relevant surveys that have previously been
reported within the AR field. Swan and Gabbard (2005) reviewed
user-based experiments in AR publications between 1992 and
2004, drawing from ISMAR, International Symposium on Wearable
Computers, IEEE Virtual Reality and Presence. They identified three
types of ‘‘experiment’’ relevant to AR research concerns: ‘‘human
perception and cognition’’, ‘‘user task performance and interaction
techniques’’, and ‘‘user interaction and communication between
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multiple collaborating users’’. They found 14 HCI-related ISMAR
publications, nine of which reported empirical user experiments.
In earlier research (Gabbard and Hix, 2001), Gabbard and col-
leagues summarized usability design and evaluation research in
Virtual Environments (VEs) and AR. This resulted in a set of guide-
lines covering: user and user tasks; the virtual model; user inter-
face input mechanisms and user interface presentation
components. Swan and Gabbard subsequently proposed an itera-
tive usability engineering model (Gabbard and Swan, 2008) based
on their earlier model for VE (Gabbard et al., 1999), which offered
design feedback and guidelines in the absence of established AR
principles or interaction metaphors.

Zhou et al. (2008) conducted a complementary analysis of tech-
nology trends in ISMAR from 1998 to 2007. Although their research
focus was on AR technologies, they also pointed out the signifi-
cance of usability evaluation for interaction and user interface de-
sign. Meanwhile, Dünser and his colleagues reported a survey
(Dünser et al., 2008) of all AR evaluation techniques between the
years 1993 and 2007, including a comprehensive reference list
and a comparison to results in Swan and Gabbard (2005). However,
due to the large sample size, this paper only focused on overall
trend analysis in AR evaluation, rather than a detailed critique of
evaluation strategies, or of problematic issues in evaluation.

In our paper we focus on three aspects: Firstly, we investigate
the evaluation goal, measurement and method of ISMAR papers
according to their usability research in four categories: perfor-
mance, perception and cognition, collaboration and User Experi-
ence (UX). Secondly, we consider the balance of evaluation
approaches in regard to empirical–analytical, quantitative–qualita-
tive and participant composition. Thirdly we identify potential
emphases for usability study of AR systems in the future under
each usability research category. These analyses provide a refer-
ence point for current evaluation techniques and for future
improvements of usability evaluation specific to the AR domain,
such as error tolerance and representative task design; individual
differences; distinguish usability issues between collaboration
and non-collaboration performance; separate UX issues caused
by technology limitations, pragmatic and holistic design.

2. Method

We conducted a detailed review of papers published in ISMAR
proceedings from 2001 to 2010, analyzing every paper in this per-
iod that included a usability evaluation. The total size of this sam-
ple is 71 papers. Our review builds on that by Swan and Gabbard
(2005). We used their threefold categorisation as our starting
point, but found it necessary to add the further category of User
Experience (UX).

We defined UX as addressing subjective user issues, such as
technology preference, affect, perceptual and physical experiences.

This is in accordance with a recent comprehensive survey of user
experience research (Hassenzahl et al., 2009) that validates the
ISO definition: ‘‘a person’s perceptions and responses that result
from the use or anticipated use of a product, system or service’’
(ISO DIS 9241-210, 2008). UX is, however, less likely to be investi-
gated using controlled experimental methods, which may account
for its omission from Swan and Gabbard’s classification of experi-
mental research.

In our review of usability evaluation at ISMAR, we found two
groups of papers addressing UX. In the first, the primary evaluation
focus was on UX itself, with the goal of assessing users’ attitude to,
and acceptance of, the system. In the second, the main evaluation
focus was on perception, performance or collaboration, with UX
evaluation as a supplementary measurement.

A broad definition of UX might include ‘‘perception’’ as one as-
pect of human experience, but we have chosen to separate the
well-established tradition of ISMAR studies where human perfor-
mance on a perceptual task is measured as an engineering factor
within overall system performance, rather than as a component
of subjective user experience. We adopt the following categories
of evaluation focus in ISMAR papers:

� Task performance: study the user accomplishments of applica-
tion tasks or interactions (Swan and Gabbard, 2005).
� Perception and cognition: study low-level tasks that assess

human perception/cognition in an AR environment (Swan and
Gabbard, 2005).
� Collaboration: study user interaction related to communication

between multiple collaborating users (Swan and Gabbard,
2005).
� UX: study users’ subjective feelings and experiences.

We assign each paper to a single category according to its pri-
mary focus. Fig. 2 shows the overall proportion of the sample as-
signed to each category.

3. Review of usability evaluation in ISMAR

In this section, we present detailed analysis of papers published
in ISMAR proceedings from 2001 to 2010. We group the papers
according to the four usability evaluation focuses discussed in Sec-
tion 2: task performance, perception and cognition, collaboration
and user experience.

3.1. Task performance

We found 19 papers that evaluated task performance in specific
application domains (e.g. maintenance, manufacturing, medicine).
Time (100% of papers) and accuracy (63%) are the most common
measures for performance evaluation. In addition, 84% of these pa-

Fig. 1. ISMAR publications with usability evaluation.
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Fig. 2. Number of ISMAR publications in four usability evaluation focus categories.
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pers also included some UX evaluation, typically by questionnaire
or physiological monitoring. Table 1 reports the application do-
main, performance evaluation goal, performance measurements,
UX evaluation factors and UX evaluation measurements.

We found two types of controlled performance comparison,
according to the evaluation goal of the research. For papers aiming
to demonstrate that an AR system would improve user task perfor-
mance relative to a conventional system (Feiner and Henderson,
2009; Böckelmann et al., 2009; Zäh and Vogl, 2006; Billinghurst
et al., 2004; Fjeld et al., 2002; Petersen and Stricker, 2009), the con-
ventional system was used as an experimental benchmark. For pa-
pers that compare alternative AR design solutions (Bubb et al.,
2005; Klinker and Tönnis, 2006; Klinker et al., 2007; Klinker and
Schwerdtfeger, 2008; Schwerdtfeger and Klinker, 2008; Bichlmeier
et al., 2007, 2010; Oh and Hua, 2006; Feng et al., 2009; Feiner and

Güven, 2006; Goto et al., 2010; Thomas et al., 2006; Tang et al.,
2003), all measurements are made in an AR environment, in order
to understand the relative advantages and disadvantages of each
solution. One exception was a pre/post comparison of user under-
standing after using an AR training system (Quarles et al., 2008),
which made no comparison of that system to conventional training
or alternative designs.

In most evaluations, time and error/accuracy were used as a
measure of satisfactory task completion. Some studies also aimed
to assess specific aspects of human factors in task performance
such as: cognitive load (Klinker et al., 2007), judgment reliability
(Bubb et al., 2005; Klinker and Tönnis, 2006), distraction (Bubb
et al., 2005), cognitive support (Fjeld et al., 2002), learning effect
(Fjeld et al., 2002), longitudinal/lateral driving behavior (Klinker
et al., 2007) and navigation behavior (Oh and Hua, 2006).

Table 1
Summary of performance-focused usability evaluation.

Application Reference Performance evaluation goal Performance measures UX factors UX measures

Driving Bubb et al.,
2005

Compare two visualization schemes to
guide driver’s attention of danger

Response time, error quotient, average
mistake, average lane deviation

Preference, ease of use,
perceived performance

Questionnaire

Klinker and
Tönnis, 2006

Compare four visualization schemes to
guide driver’s attention of danger

Speed, lane deviation, response time,
error quotient, average mistake

Preference, ease of use,
perceived performance

Questionnaire

Klinker et al.,
2007

Compare two visualization schemes for
longitudinal and lateral driver assistance

Speed deviation, average speed
difference, lane deviation, lane
departure time, time of line crossing

Task load, perceived
performance,
concentration

NASA TLX,
Questionnaire

Maintenance Feiner and
Henderson,
2009

Compare maintenance performance
between AR, HUD and LCD

Time of completion, error Ease of use,
intuitiveness,
musculoskeletal
workload, strain,
satisfaction

Questionnaire,
head
movement

Manufacturing Böckelmann
et al., 2009

Compare performance and stress between
paper, 2D and AR technologies in order
picking process

Time of completion, error Strain Physiological
measures,
Questionnaire

Zäh and Vogl,
2006

Compare industrial robot programming
between traditional teach-in and AR

Time of completion, accuracy N/A N/A

Schwerdtfeger
and Klinker,
2008

Compare three visualization schemes to
guide the picking target

Time, error N/A N/A

Medicine Bichlmeier
et al., 2007

Compare performance with and without an
AR medical navigational tool

Time, error Preference, user attitude,
task realization

Questionnaire

Bichlmeier
et al., 2010

Compare performance with and without an
AR medical navigational tool

Accuracy: number of collisions, path
length, depth motion, trial number,
duration of collisions, completion time

User attitude Questionnaire

Quarles et al.,
2008

Understand an Anaesthesia Machine in an
AR environment

Level of understanding Preference, confidence,
usefulness

Questionnaire

Tangible Billinghurst
et al., 2004

Compare performance between immersive
and non-immersive tangible AR authoring
tools

Time, error Preference Questionnaire

Oh and Hua,
2006

Compare aspect ratio and size of the
tangible Magic Lens in searching and path
following in a map navigation scenario

Time, scale factor, eye-hand-table
distance

Preference Questionnaire

Fjeld et al.,
2002

Compare a tangible AR tool with 2D and 3D
tools for spatial planning and layout

Time, number of operations, time per
trial

Ease of use, clarity of
task explanation,
suitability

Questionnaire

Feng et al.,
2009

Compare seven presentation methods for
visual hint of tangible Shake Menus

Time, error Preference, ease of use,
intuitiveness,
satisfaction

Questionnaire

Visualization Feiner and
Güven, 2006

Compare three visualization methods in
recognizing occluded objects

Time, accuracy Preference, ease of use,
intuitiveness

Questionnaire

Goto et al.,
2010

Compare six visualization methods for an
AR task support system

Time, number of repeated times to play
the instructional video

Ease of use, suitability Questionnaire

Petersen and
Stricker, 2009

Compare performance between AR, mouse
and GUI in the Continuous Natural UI

Time Preference, ease of use,
intuitiveness,
naturalness

Questionnaire

Others Thomas et al.,
2006

Compare three input techniques:
handheld, head cursor and image-plane
vision-tracked device for selection and
annotation

Time, error Preference, ease of use,
perceived performance,
fatigue

Questionnaire

Tang et al.,
2003

Compare accuracy of four variants of the
SPAAM calibration method

Time, error N/A N/A
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Most experiments relied on a single representative task. How-
ever there were two exceptions. In Feiner and Henderson (2009),
to evaluate user performance with a mechanical maintenance sys-
tem, participants completed 18 typical maintenance tasks under
three display conditions. In Thomas et al. (2006), three AR input
techniques were compared using six selection tasks and six anno-
tation tasks.

Among studies with a primary focus on task performance, the
most frequent additional UX evaluation factors were: user prefer-
ence, subjective ease of use, perceived performance and intuitive-
ness. The validity of intuitiveness as a guide for user interface
design is controversial, since it depends on users’ previous experi-
ence with similar systems, resulting in a bias against more innova-
tive solutions (Raskin, 1994). A variety of other UX factors include
perception of performance aspects such as attention and task load
(in driving tasks), and more general experience measures such as
user satisfaction, user attitude, task suitability and user fatigue.

Assessment of UX usually involves completion of attitudinal
and/or affective questionnaire items. However some studies also
use physiological measurements of task strain, including heart
rate, electrocardiogram (ECG), galvanic skin response (GSR) and
skin temperature (Böckelmann et al., 2009), or head movement
as a measure of musculoskeletal strain (Feiner and Henderson,
2009).

3.2. Perception and cognition

We found 26 papers with an emphasis on evaluating human
perception and cognition issues in Augmented Reality. This contin-
ues to be a significant research topic because the perceptual and
cognitive demands of combining virtual information with percep-
tion of three-dimensional physical space have little similarity to
traditional WIMP (window, icon, menu, and pointing device)
interaction.

Table 2 summarizes the types of perception performance that
have been evaluated in ISMAR proceedings.

From the table we can see that depth and occlusion perception,
display technology, virtual information layout, audio modality, and
registration error were the most frequent types of user perception
in an AR environment. Other than the specific perception aspects
being investigated, time (52%) and accuracy (44%) are the two most
common measurements.

The display conditions and application scenarios in these stud-
ies are specific and heterogeneous, meaning that these evaluation
results cannot be utilized directly to guide the design of AR appli-
cations for general purposes. It is typically left to the readers to at-
tempt to interpret specific findings as design guidelines to quickly
decide what technologies and configurations are favorable to sup-
port appropriate perception for specific tasks. AR application
designers would benefit from future papers providing specific de-
sign guidance as part of the analysis and conclusion.

3.3. Collaboration

We found 9 papers that conducted usability evaluations related
to collaboration. Table 3 gives a detailed summary of the evalua-
tion factors measured for collaboration applications.

According to mechanics of collaboration proposed by Pinelle
et al. (2003), measurements of particular interest in the evaluation
of AR collaborative systems include information gathering (IG) (ba-
sic awareness, eye gaze/contact), explicit communication (EC)
(spoken and gestural messages) and ease of collaboration (EOC).
For most measurements, subjective answers were collected via
questionnaire. For eye gaze and contact, objective results were ex-
tracted from direct observation. From a UX perspective, research-
ers also paid attention to signs of discomfort and enjoyment
during collaboration.

Table 2
Summary of perception-focused usability evaluation.

Type Reference Perception measures

Audio Lindeman et al., 2007 Sound localization accuracy
Higa et al., 2007 Sound localization accuracy, sound quality

Depth and occlusion Liu et al., 2008 Perceived depth, accommodative, dioptre response
Zhang and Hua, 2010 Perceived distance
Livingston et al., 2003 Perceived target position, response time, error
Furmanski et al., 2002 Perceived depth
Avery et al., 2008 Time, accuracy, design feedback, physical strain (UX), user attitude (UX)
Sandor et al., 2010 Time, perceived background and foreground difference

Display Livingston et al., 2006 Accuracy of wave orientation, response time, perceived color
Wither et al., 2007 Time of completion (cursor movement, visual search)
Kiyokawa et al., 2007 User attitude (UX)
Grasset et al., 2007 Handheld picking behavior, time of completion (follow and count object)
Blum et al., 2010 View quality
Livingston et al., 2009 Binocular disparity
Billinghurst et al., 2003 Perception of real world, virtual objects, occlusion effects and virtual object touch, comfort of HMD

(UX), amusement (UX)

Layout Tanaka et al., 2008 Number of reactions to displayed message
Peterson et al., 2008 Response time, error rate, timeout rate, perceived overlay jitter, marker visibility, stereo fusion, depth

segregation, magnitude of depth segregation, headache (UX), eye strain (UX), neck pain(UX)
Azuma and Furmanski, 2003 Response times, error

Registration error Robertson et al., 2009 Time, accuracy, confidence (UX), work load (UX)
Robertson et al., 2008 Placing attempt number, time of completion, error, work load (UX)
Livingston et al., 2008 Response time, follow target performance, error, subjective difficulty (UX)

Imperceptible marker Grundhöfer et al., 2007 Perceptual discomfort for integrated code intensity
3D presentation Belcher et al., 2003 Response time, error, ease of use (UX), perceived performance (UX)
Shadow Sugano et al., 2003 Virtual object presence, shadow realism, light position and shadow shape, response time, frequency of

head movements
Stiffness Knorlein et al., 2009 Perceived stiffness
Presence Alvarex et al., 2010 Perceived presence, work load (UX)

Z. Bai, A.F. Blackwell / Interacting with Computers 24 (2012) 450–460 453
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As to task performance (TP) during the collaboration, only two
papers (Grasset et al., 2005; Kiyokawa et al., 2002) measured task
completion time. This suggests that while the design of usable
application and technologies are still the main focus of the AR col-
laboration research, more effort could be exerted in demonstrating
the effectiveness of collaborative AR systems.

3.4. User Experience

We found 17 papers that only evaluated UX-related aspects of
the AR system, without any objective task-related performance
assessments. UX evaluations were mostly preliminary and in-
cluded both formal and informal studies. Formal evaluations in-
volved controlled experiments with a fixed sample of volunteer
users and collected participants’ experiences with structured sur-
veys/questionnaires. Informal evaluations involved unstructured
interviews or observations with a casual sample of potential users
or domain experts.

3.5. Formal UX evaluation

A summary of UX factors and measurements are shown in
Table 4.

By comparing those studies that only conducted UX evaluations
and those that evaluated UX in addition to another main focus
(performance, perception or collaboration) we can see that the
two classes share one goal, which is to collect participants’ opin-
ions of the proposed system. However we might ask ‘‘why is it that
only UX factors were measured in these formal experiments?’’ In
Tümler et al. (2008), the goal of the study was specifically to eval-
uate the difference in stress between AR and non-AR shopping sce-
narios, so subjective stress level was measured, but not task
performance. In Feiner et al. (2007), seven alternative gesture hints

for tangible manipulation were compared. The main evaluation
goal was comprehension of the hint, rather than time to complete
the gesture, so this was assessed using a questionnaire. Jones et al.
(2010) used a miniature golf game to study interactive scenes ren-
dered on everyday surfaces. Since the objective of the game is
entertainment, a questionnaire was carried out to evaluate subjec-
tive experience rather than task performance. Anabuki and Ishii
(2007) evaluated a system for 3D free-form modeling in an AR
environment, in which the creative modeling experience could be
evaluated using a post-questionnaire and direct observation. In
addition to the relevance of subjective criteria for evaluation, these
systems were at a preliminary design stage, meaning that it was
too early to assess users’ performance in a defined task.

Interestingly in both Veas and Kruijff (2008) and Kiyokawa et al.
(2006), the evaluation methods were task-oriented (operation and
object search in Kiyokawa et al. (2006) and object selection and
placing in Veas and Kruijff (2008)). However no quantitative perfor-
mance data was collected, but only opinions from the participant.

3.6. Informal UX evaluation

The summary of papers with only informal evaluations is
shown in Table 5.

Informal UX evaluations intend to gather rapid feedback on
users’ attitudes to proposed AR applications. Both interviews and
observation were involved, with domain expert opinions high-
lighted in five out of eleven papers. Relevant domain experts in-
cluded civil engineers (Schall et al., 2008), automobile
maintenance staff (Platonov et al., 2006), product designers (Klin-
ker et al., 2002), clinicians (Kotranza et al., 2009) and viticulturists
(King et al., 2006).

Comparing the evaluation goal between performance-focused
and UX-focused evaluations we can observe that if the develop-

Table 3
Summary of collaboration-focused usability evaluation.

References Collaboration measures

Grasset et al., 2005 TP: Time of completion, error, length of path; IG: head movement, awareness; EC: ease of use (communication)
Kiyokawa et al., 2002 TP: Time of completion; IG: number of trainees’ looking away, head angular velocity, awareness, fluency of focus; EC: number of extra

pointing gestures, average number of phrases
Tateno et al., 2005 IG: Gaze awareness, perceived gaze direction error
Takemura et al., 2006 Perceived allowable facial color range and allowable range of color differences; discomfort (UX)
Billingshurst et al., 2005 EOC: Ease of collaboration; IG: awareness of partner; enjoyment (UX)
Nilsson et al., 2010 EOC: Ease of use (cooperation, information mediation, and situational picture access), suitability, visualization, trust, confidence

(intrapersonal and interpersonal); design preference (UX), physical discomfort (UX) and learnability, enjoyment (UX)
Prytz et al., 2010 IG: Number of eye contacts
Benko et al., 2004 User/expert attitude (UX), feedback (UX)
Oda and Feiner, 2009 EOC: Game duration, distance between players, effectiveness, distractibility

Table 4
Summary of UX-focused formal usability evaluation.

Domain References UX factors UX measures

Manufacturing Tümler et al., 2008 Strain, discomfort, wellbeing Physiological measurement,
questionnaire

Remote
surveillance

Kiyokawa et al., 2006 User attitude of operability, searchability Questionnaire

Tangible Feiner et al., 2007 Preference, ease of understanding Questionnaire
Observation

Anabuki and Ishii, 2007 Ease of use, attitudes of reversibility and scalability Questionnaire
Observation

Handheld Veas and Kruijff, 2008 Attitude to hardware (weight, grip, material, fatigue), functional design
(effectiveness, ease of use)

Questionnaire

Observation
Entertainment Jones et al., 2010 Ease of use, perceived speed (constructing surface/mapping content) and

input device controls
Questionnaire
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ment stage of the AR system was earlier concept prototyping,
researchers focused more on rapid feedback from users and do-
main experts about general design and experience. Performance is-
sues, meanwhile, start to be considered and measured when the
prototypes are closer to applications for real scenarios. The combi-
nation of performance and UX evaluations give both objective and
subjective results of participants using the system, which provide
holistic information to demonstrate its advantages and disadvan-
tages in both pragmatic and hedonic aspects.

4. Evaluation approaches and issues

A recent review of evaluation approaches in the CHI literature
(Barkhuus and Rode, 2007) divided these along two dimensions:
empirical vs. analytical and quantitative vs. qualitative. Empirical
methods typically require a group of potential users to participate
in evaluation while analytical methods require only a smaller
group of expert analysts, as in Cognitive Walkthrough, Heuristic
Evaluation and GOMS. Quantitative evaluations analyze numeric
data with statistical approaches to characterize a sample that re-
flects the usability needs of the entire potential user group (e.g.
experimental performance measures and questionnaires). Qualita-
tive evaluation aims at gathering narrative data about users’ sub-
jective experiences or their behavior while using the system (e.g.
interview, observation, open-ended questions). Following this clas-
sification, we divided the papers in our sample into the following
groups: quantitative empirical, qualitative empirical, quantitative
and qualitative empirical, analytical, and informal (evaluations
conducted in a non-controlled experiment without a pre-defined
structure, e.g. randomly selected users were asked how they like
the system (Barkhuus and Rode, 2007). Fig. 3 represents the trend
of the application of evaluation methods among ISMAR papers over
our sample period.

4.1. Empirical vs. analytical

From Fig. 3 we can observe a significant imbalance between
empirical and analytical evaluation. Empirical evaluation is by far
the most popular evaluation approach. Both objective and subjec-
tive factors of users were measured during empirical experiments.
Objective factors were primarily measured in a task-driven man-
ner. The tasks are either designed expressly for perception evalua-
tion, or functional tasks related to a specific application. Time and
error rate were commonly used in both performance and percep-
tion focused research. Physiological evaluations were also used to
indicate participants’ subjective feelings such as stress and anxiety.

As discussed in Section 3.1, preference, ease of use, perceived per-
formance and intuitiveness were commonly recorded as represen-
tations of users’ subjective experiences.

For analytical evaluation, we found only two related papers in
the ISMAR proceedings. Furmanski et al. (2002) reviewed cognitive
principles of visual perception and proposed design heuristics for
Obscured Information Visualization. Livingston et al. in their re-
search on occlusion visualization (Livingston et al., 2003) later con-
ducted an expert heuristic evaluation although the heuristics were
not reported. Given the generally exploratory nature of academic
research, and its focus on novel outcomes, in some cases informal
analytical evaluation, particularly relating to prototypes, may have
been performed but not discussed. Further researchers beyond
these two groups may have engaged in some informal analytical
analysis, but only these two chose to report them.

Barkhuus and Rode’s study of CHI (Barkhuus and Rode, 2007)
similarly found that analytical evaluations were not widely applied
between 1982 and 2006. Their view was that as practitioners
played a less influential role in the CHI community, the analytical
evaluation techniques that were popular in industry became re-
garded as somewhat un-scientific. However, we believe that the
overlooking of analytical evaluation in AR has more complicated
causes. While usability evaluation methods have evolved side-
by-side with technologies in traditional HCI, hardware to support
AR has only become widespread in the past fifteen years, after ana-
lytic HCI research was already waning. AR is expected to deliver a
novel user experience, in which ‘‘learning by trying’’ (Bach and Sca-
pin, 2004) is assumed necessary, making task-based usability eval-
uations particularly difficult.

If we follow this logic, then it might be suggested that analytical
evaluations are not widely used because there is little expert
knowledge of AR application domains. Or to be specific, as (Gabbard
and Swan, 2008) suggested, emerging technologies like Augmented
Reality ‘‘have no established design guidelines or interaction meta-
phors, or introduce completely new ways for users to perceive and
interact with technology and the world around them’’. They there-
fore suggested that experts should first evaluate candidate user
interfaces based on basic user interface or interaction designs, then
supply both design feedback and potential user-based experimen-
tal factors. They emphasized the importance of user-based studies
in driving design activities because in the long term those design
suggestions examined during user-based studies will gradually
contribute to the adopted design principle pool.

Some AR design principles can already be applied to avoid fun-
damental design flaws before researchers conduct rather expen-
sive user-based experiments. Besides the earlier mentioned VE/
AR usability design guidelines surveyed by Gabbard and Hix
(2001), Dünser et al. (2007) proposed the application of generic

Table 5
Summary of UX-focused informal usability evaluation.

Domain References UX factors

Manufacturing Klinker et al., 2002 User/expert attitude,
feedback

Wang et al., 2005 User attitude
Medicine Kotranza et al., 2009 User/expert attitude,

feedback
Painting Bandyopadhyay et al.,

2001
User attitude

Civil engineering Schall et al., 2008 User/expert attitude,
feedback

Maintenance Platonov et al., 2006 User/expert attitude
Oil/gas field

exploration
Gordon et al., 2002 User attitude

Museum guide Miyashita et al., 2008 User attitude
Viticulture King et al., 2006 Expert attitude
Entertainment Gandy et al., 2005 User attitude

MacWilliams et al.,
2003

User attitude
Fig. 3. Proportion of ISMAR publications according to their usability evaluation
approaches.
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HCI principles to AR system design, and suggested a non-exhaus-
tive list of guidelines as: affordance, reducing cognitive overhead,
low physical effort, learnability, user satisfaction, flexibility in
use, responsiveness and feedback, and error tolerance. In addition,
Kruijff et al. (2010) reviewed major AR perception issues in envi-
ronment, capturing, augmentation, display and users, and summa-
rized the corresponding mitigation approaches proposed by
current research.

Gray and Salzman (1998) suggested that the fundamental dif-
ferences between analytical and empirical evaluation methods
are in the way that analytical evaluation methods ‘‘examine intrin-
sic features and attempt to make predictions concerning payoff
performance’’ while empirical evaluation methods ‘‘attempt to
measure payoff performance directly (e.g. speed number, error,
learning time).’’ Analytical evaluation helps the designers to fully
understand the intrinsic features of their systems, after which they
can design proper experiments to examine such features. Intrinsic
features need not be holistic but should be explicit. Thus instead of
automatically measuring common payoffs such as time and error,
researchers and designers are able to choose better validated mea-
surements for each aspect of interest.

4.2. Quantitative vs. qualitative

There are two intriguing results found from the comparison be-
tween quantitative and qualitative empirical evaluation methods.
First, there was no purely qualitative empirical evaluation. In other
words, among papers conducting formal evaluations, all qualitative
analysis was accompanied by quantitative evaluations. Qualitative
evaluations often include observation of users’ behavior and
interviews about system design and user experience. The former
is an effective way to get access to users’ mental models and iden-
tify potential ergonomic issues. It is commonly used in AR collab-
oration (Billingshurst et al., 2005; Nilsson et al., 2010; Grasset
et al., 2005; Kiyokawa et al., 2002). Many other publications re-
ported observations (Billinghurst et al., 2003; Anabuki and Ishii,
2007; Schwerdtfeger and Klinker, 2008; Feng et al., 2009; Jones
et al., 2010), and some with informal evaluations (Miyashita
et al., 2008; Gandy et al., 2005). Interviews were either conducted
alone or as a supplementary method with questionnaires.

Second, the proportion of papers including both qualitative and
quantitative evaluations has risen significantly between 2007 and
2010. With regard to the nature of qualitative evaluation, there
are both advantageous and disadvantageous aspects of this trend.
If the purpose of qualitative evaluations is to obtain user-centered
information as a supplement to task performance or assessment of
perception, then it is definitely beneficial since such evaluations
provide more comprehensive insight of users’ external (from
behavior) and internal (from interview) reaction in an AR environ-
ment. However, if the purpose of the qualitative evaluations is to
explore potential design spaces and understand the mental model
of a particular task context, then quick prototype mockup with in-
depth observation might be more productive than the extra devel-
opment effort required to conduct a full quantitative evaluation.

4.3. User sample validity

We looked into the gender balance and professional background
of user samples for usability evaluation in ISMAR, as shown in
Fig. 4a.

With regard to gender, we can see that the proportion of evalu-
ations not reporting the gender balance has dropped steadily. We
also observe the rough trend that the proportion of male partici-
pants remains high while the proportion of females does not ex-
pand over time. There is gender imbalance in some specific
domains, such as police and military (Nilsson et al., 2010), however

the majority of AR scenarios are designed for the general popula-
tion with an equal gender balance. Thus a constant trend of gender
imbalance in usability studies will affect the external validity in
the long term.

External validity might also be affected by reliance on partici-
pant recruitment from student and academia as observed in Bark-
huus and Rode’s study (Barkhuus and Rode, 2007). From Fig. 4b we
can see that among papers conducting formal evaluations, 44% of
the experiments were based on university students and academic
staff and another 39% did not mention the source of the subjects.
Heavy computer experience, better learning ability and academic
background bring bias to the evaluation results. We recommend
that more care be taken in recruiting participants who are repre-
sentative of the intended user population. Participants from an
exclusively academic background may not affect experiment re-
sults for investigations of low-level perception, but it is likely to
influence results for task-oriented and UX related studies. In any
case, AR researchers should describe the participant recruiting pro-
cess so that readers of their work can be aware of any potential
bias.

5. Evaluation challenges

In this section we identify observed challenges in performance,
perception, collaboration and UX evaluations and discuss potential
improvements in usability evaluations of AR systems. Although
these challenges are only a subset of issues that may affect the
way AR researchers interpret their usability evaluation results,
we would like to draw their attention towards potential factors
that explain the unique complexities and challenges in evaluating
AR systems.

5.1. Performance evaluation challenges

We identified two major challenges in task performance evalu-
ations: tolerance of AR systems to user error, and design of repre-
sentative tasks for experiments.

Fig. 4. (a) Gender balance. (b) Participants source of formal empirical experiments.
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Error tolerance – ‘‘how well the design prevents errors, or helps
with recovery from those that do occur’’ (Quesenbery, 2003) is an
important usability dimension. However, our review found that
tolerance to errors has rarely been examined. Meanwhile, the like-
lihood of human errors (Dünser et al., 2007) in AR environments is
high, because users are generally unfamiliar with such environ-
ments, and metaphors for interaction with objects in AR environ-
ments are still under development. With increased likelihood of
error, the ability to recover from mistakes is essential for building
a usable system and a pleasant user experience.

Designing representative tasks is another challenge. As dis-
cussed in Section 3.1, only two studies (Feiner and Henderson,
2009; Thomas et al., 2006) evaluated performance in more than
two tasks. The majority only focused on a single task. For research
primarily concerned with AR technology, it is understandable that
a single task was used. However researchers might also have ben-
efitted from considering other tasks associated with the same
application, to explore the impact of the technology. For example,
if a novel interaction method is demonstrated to outperform others
in a map navigation task, it is helpful to also consider performance
in related scenarios such as search, zoom and labeling. Further-
more, for evaluations of performance differences between AR-
based and traditional systems in an application domain, evaluating
only a single task lacks external validity.

5.2. Perception evaluation challenges

Both individual differences and less controlled outdoor experi-
ments raise challenges for evaluating perception in AR.

Perception is affected by both physical and psychological states
of individuals (Davidoff, 1975). However, we found that few visual
perception evaluations (e.g. depth and occlusion) measured visual
acuity of participants, while no auditory acuity was reported in
auditory perception evaluation. Furthermore, only a few experi-
ments verified participants’ stereo perception (Peterson et al.,
2008; Blum et al., 2010; Livingston et al., 2009) and color vision
capacities (Sandor et al., 2010). Researchers need to be very careful
making perception suggestions out of the experiment results,
without considering the subject’s perception ability of the physical
world.

Another issue of visual perception occurs in outdoor AR evalu-
ations (Livingston and Ai, 2008; Tanaka et al., 2008; Peterson
et al., 2008; Avery et al., 2008; Sandor et al., 2010). Outdoor illumi-
nance is the foremost variable in such evaluations and it signifi-
cantly affects participants’ visual perception of both virtual
objects and the physical environment according to different dis-
play conditions. Some experiments (Livingston et al., 2008; Sandor
et al., 2010) reported the weather condition and its influence on
subjects, but more detailed information that reflects precise illumi-
nance status (e.g. lux) was not collected. Other factors in an out-
door environment such as background noise, shadow and wind
are easier to control by carefully choosing the experiment site. As
research interest grows in outdoor AR, these factors will need to
be measured and better understood to control their impacts on
the experiment results.

5.3. Collaboration evaluation challenges

An immediate challenge when evaluating a collaborative sys-
tem is to separate those usability issues that are specifically related
to the collaboration of multiple users, from general usability issues
that will also affect a single user. Collaborative systems suffer from
both kinds of problem, meaning that it can be hard to isolate the
factors that are specifically relevant to collaboration. Furthermore,
measures of collaborative performance often embody theories of
social interaction that may problematise the straightforward appli-

cation of findings beyond the experimental context, or even carry
implicit critique of the research enterprise. Finally, existing AR col-
laboration systems are still relatively simple, and are yet to un-
cover the evaluation challenges that realistically complex
scenarios will face.

As Lindgaard and Parush (2008) pointed out, a collaborative
system should first support single user interaction, and then multi-
ple users’ interaction. In a shared workspace, individual’s confi-
dence about how explicitly communication is delivered largely
depends on his or her own perception of the quality of the commu-
nication method. For example, in the simplest whiteboard brain-
storm scenario, the user subconsciously inspects whether letters
on the whiteboard are readable to others and the markers of
important concepts stand out in a clear way. Likewise, users’ com-
munication experience towards others is directly affected by indi-
vidual perception of the AR collaboration environment. Latency,
display distortion, registration error, just to name a few, are system
quality issues that while independent of the collaboration interac-
tion design, are very likely to affect a user’s performance in the
evaluated collaborative scenario.

AR collaboration systems are still in their infancy, with current
research focused on exploring the potential of AR for multi-user
tasks in a shared workspace. Current evaluations emphasize dis-
play affordance, collaboration behavior in AR environment, spatial
relationship of users, domain applications, and gaming. As deeper
insight is obtained into the affordances of AR collaboration, more
complex activities should be supported, such as virtual object
manipulation, real-time annotation and remote collaboration. Con-
sequent usability issues will include the movement of virtual ob-
jects and physical tools between people, manipulation
coordination and protection of individual work in a collaboration
workspace (Pinelle et al., 2003).

5.4. UX evaluation challenges

Fig. 5 illustrates three tiers of factors that influence users’ sub-
jective response to an AR system. Many users are initially im-
pressed by the unique user experience of AR. However they may
also be surprised by its technological limitations such as rendering
latency, intermittent tracking failure, registration error and
perception issues that they would not normally experience in a
conventional interaction environment. Such limitations, then, con-
stitute the initial challenge of UX evaluation.

A pragmatic design focus for UX evaluation can be divided into
two levels: general attitude to an early concept prototype, and ease
of use for an application with core functions fulfilled. The challenge
of the former is to gather just enough information about users’
impressions of the suitability and meaningfulness of the AR con-
cept. Feedback from such an evaluation is of course only a preli-
minary indication of potential user acceptance. The latter, ease of
use, covers experiences of functionality, such as perceived effec-
tiveness and efficiency, compatibility with users’ mental models
and ergonomics of physical apparatus.

Our survey did not find any unified strategy for function-related
UX evaluation since applications are built for various purposes.

Holistic

Pragmatic

AR Characteristics

Fig. 5. Dependence relationship of AR user experience.
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Generally, though, there are two factors that affect users’ impres-
sions at this pragmatic level: the quality of the underlying technol-
ogies and the functional design of the application. Unfortunately
there is a lack of established metrics indicating the acceptance
range of fundamental AR technologies. It is therefore difficult to
determine whether the user’s experiences, either positive or nega-
tive, are caused by the immaturity of specific technologies, or by
ill-designed application concepts or processes. As already noted,
AR system performance issues such as tracking failure rate, jitter-
ing, rendering latency, registration offset and so on are rarely re-
ported as factors in user studies (although relevant performance
parameters may have been discussed in a technical system
description). System performance also varies across applications
due to display condition (optical vs. video), physical environment
(indoor or outdoor) and interaction context (stationary or dy-
namic), so acceptance metrics vary accordingly. This is a challenge
for interpretation of UX evaluations, and a potential bottleneck for
both technology development and design.

Learnability is another challenge of UX evaluation at the prag-
matic design level. The novelty of AR requires users to interact with
a system that is neither like virtual or real interaction, based on
limited prior experience. Consequently, learnability becomes an
indivisible part of the ease of use of an AR system. In conventional
systems, it is assumed that users are familiar with WIMP interac-
tion methods. The same cannot be assumed of AR interaction
methods, and so learnability begins with the ease with which a
user realizes how to interact with virtual and real artifacts in an
unfamiliar AR environment. In most experiments or observations,
such self-exploratory learning processes were substituted with
careful supervision and letting the participant try out the system
multiple times to build confidence prior to the actual experiment.
This is an efficient way to carry out evaluation in a controlled envi-
ronment, but it is unlikely to be the case in a natural environment
without the presence of the researcher. The balance between nur-
turing users’ interaction behavior with specially designed learning
cues, and catering for users’ natural mental models is critical and
mostly relies on the feedback from UX evaluations on learnability.

Finally, the holistic UX derives from both the subjective feelings
of the pragmatic design and a combination of non-pragmatic fac-
tors including affect, physical comfort, aesthetic appreciation,
enjoyment and perceived value of the system. Most holistic UX
evaluations focus on momentary or periodical experiences while
the long-term influences of AR systems on an individual’s physical
and psychological state remain unexplored. Questions like ‘will
day-to-day working experience in an AR environment affect users’ vi-
sion capacity’, ‘will long-term engagement in an immersive AR game
affect teenagers’ perception of real world and social behavior’ and ‘will
students become more proactive or passive with learning under an AR
education program’ all require long-term UX study, thus this be-
comes another challenge that requires constant effort from multi-
ple research disciplines.

6. Conclusions

We have conducted a comprehensive review of the leading AR
conference ISMAR over the past ten years, using this sample to re-
flect current concerns at the core of the AR research community.
Our review identified 71 papers that reported usability evalua-
tions. We found four evaluation focuses: task performance, percep-
tion, collaboration and user experience. In each of these categories,
we have provided a comprehensive comparison of the evaluation
goals, measurements and methods that have been applied.

Second, we have characterized the evaluation approaches
according to the nature of the study (empirical or analytical) and
the data collected (quantitative or qualitative). We observed that

analytical methods are rarely applied, largely because of the lack
of established AR design guidelines and principles. We did find,
however, some available guidelines that could profitably be ap-
plied during early design and inspection phases. We have also
drawn attention to the benefits of analysis – avoidance of funda-
mental design flaws and guiding the design of user-based
experiments.

Thirdly, we have reported trends in empirical studies. The pro-
portion of papers including both quantitative and qualitative eval-
uations has risen within the last 4 years – we note both advantages
and disadvantages of that result. We have also drawn attention to
potential external validity concerns that are raised by gender
imbalance and reliance on student participants in ISMAR evalua-
tion studies.

Finally we have identified a number of special challenges for
usability evaluation of AR systems, as revealed by our methodolog-
ical review within each of the four evaluation focuses. We outlined
several emphases in usability evaluations with AR systems includ-
ing: tolerance of error and representative task design in the perfor-
mance evaluation; identifying individual differences and outdoor
condition analysis in the perception evaluation; distinguishing
usability issues between the design of multiple users collaboration
versus the system performance with a single user in the collabora-
tion evaluation; recognizing UX issues caused by technology limi-
tations (rendering latency, intermittent tracking failure,
registration error), pragmatic design and holistic design.

Our methodological decision to focus on a single conference
does, of course, mean that these findings should be treated with
some caution. AR research is published in an extremely diverse
range of venues, including some specialist HCI contexts (which will
naturally be more sophisticated in their consideration of user is-
sues), and also publications in general computing or popular sci-
ence contexts (which are likely to be more speculative with
regard to the implications of AR technology for users). Given this
diversity, a fully comprehensive survey of recent AR research pub-
lications would be unlikely to provide such clear results as our
study, even if it were practically feasible. Nevertheless, we believe
that the advantage of focusing on a single venue has been that this
meeting can be taken as a proxy for the community of practice at
the center of AR research. Those who publish regularly at ISMAR
are the current and future leaders of the field, and the review cri-
teria applied in selecting the 20% of submissions to be published
reflect the current concerns of the community with regard to its re-
search priorities. On this basis, we argue that a comprehensive re-
view of a single publication venue can provide higher value than a
less tightly controlled sample of a broader range of research ven-
ues. Nevertheless, our results should be interpreted in this light,
and should not be taken, for example, to represent specialist HCI
research into AR technologies.

Overall, these findings will both provide researchers with a
timely overview of the present situation for usability evaluation
within the AR community, and also a reference point for future
development of strategies specific to the AR domain.
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